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Fig. 1. Using our HiGS dataset comprised of 300 RGB-thermal image pairs taken at the radiator set to three different temperature, HiGS reconstructs the
scene using 2D Gaussian primitives, analyzes the steady-state thermal radiative transport, and separates the reflection from the total radiation observed from
the camera. It further enables re-heating: re-position the radiator and increase its temperature to 550K and emissivity to 0.9, and predict the reflections under

the new heating condition.

Thermal imaging, as a promising approach for scalable and robust scene
perception, is invaluable for many applications in various fields, such as
architecture and building physics. Despite many recent works having demon-
strated their capability to incorporate thermal images into radiance field
methods, they typically do not explicitly model how radiation interacts and
reflects within the scene before reaching the camera, which is essential for in-
ferring thermal physics and properties of objects in a scene. Using Gaussian
primitives as the scene representation, our method estimates surface tem-
perature and material properties to generate infrared renderings that closely
match the input images. Taking inspirations from radiosity and hemicube
rasterization, our method decomposes the outgoing radiation from each
Gaussian primitive into two parts: self-emission and reflection originating
from other primitives and the environment. This formulation allows us to
simulate radiation under novel heating conditions and to find the best-fit
temperature and material parameters given thermal images. The method is
verified using both synthetic and real capture datasets.
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1 Introduction

Thermal imaging, which leverages naturally emitted long-wave in-
frared (LWIR) radiation from objects, offers a promising approach for
scalable scene perception, particularly under challenging environ-
mental or illumination conditions. Infrared scene representations are
also invaluable for many applications. For instance, in architectural
and building physics applications, accurate thermal interpretations
are crucial for detecting thermal anomalies and quantifying energy
flows, as well as understanding the energy and comfort implications
of design decisions.

Traditionally, the industry standard for analyzing thermal be-
havior involves manually modeling digital twins and physically
simulating buildings and objects under various heat conditions.
However, an emerging alternative seeks to circumvent this labori-
ous manual 3D modeling process by reconstructing digital twins
directly from photometric cameras and LiDAR sensors.
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Playing a pivotal role in automating the modeling of objects and
scenes, novel view synthesis and 3D scene representation techniques
have garnered significant research interest. Methods such as Neural
Radiance Fields (NeRFs) [Mildenhall et al. 2020] and 3D Gaussian
Splatting (3DGS) [Kerbl et al. 2023] leverage image datasets and
sensor information to generate high-fidelity results. While these
foundational frameworks primarily focused on the visible spectrum,
recent advancements have demonstrated their capability to incorpo-
rate thermal images alongside their visible-spectrum (also referred
to as RGB) counterparts [Hassan et al. 2025; Lin et al. 2024; Lu et al.
2024; Xu et al. 2025]. This integration has necessitated addressing
challenges such as the inherent lack of texture and lower resolution
characteristic of thermal imagery. However, most existing methods
in this domain are limited to predicting thermal images from novel
viewpoints. They typically do not explicitly model how radiation
interacts and reflects within the scene before reaching the camera.
Crucially, however, this detailed radiative interaction information
is essential for inferring the properties of the objects within a scene,
including their emissivity.

To address this limitation, we develop HiGS, a novel steady-state
radiation computation model. Inspired by the concept of radiosity,
our model separates the total radiation observed by LWIR cam-
eras into self-emission and reflection components. Building upon
the existing Gaussian Splatting algorithm [Huang et al. 2024], we
decompose the outgoing radiation from each Gaussian primitive
into two distinct parts: self-emission and reflection originating from
other Gaussian primitives and the environment. By employing the
radiosity framework [Hadadan et al. 2021; Immel et al. 1986] cou-
pled with our proposed rasterization-based hemicube technique
[Cohen and Greenberg 1985], we compute the reflection at each
Gaussian primitive based on the radiation contributions from other
primitives within the scene. This formulation enables simulation of
scene radiation under novel heating conditions (e.g., changes in self-
emission or primitive positions) assuming the thermal conduction
stay the same. Moreover, our formulation also allows us to solve
the steady-state inverse radiative heat transport problem: inferring
the temperature and material parameters that best fit given thermal
images.

To summarize, we make the following contributions:

o A rasterization-based technique for computing reflection in a
scene represented by self-emitting Gaussian primitives;

e An inverse radiative transfer method to infer material or sur-
face properties of various objects in the scene, and radiation
(thermal) energy exchanges between multiple objects;

o A multi-spectral (visible and thermal) novel-view synthesis
dataset demonstrating radiative energy exchange between
multiple objects.

We verify our method on both synthetic and real capture datasets.
Our results show that we can reconstruct high-quality thermal
3D Gaussian primitives from multi-view images and achieve equal
or better performance compared to other approaches. Finally, we
demonstrate that our representation can be useful for downstream
applications by exploring the thermal interactions in conjunction
with the placement of objects and their materials.
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2 Related Work
2.1 Radiance fields and inverse rendering

Radiance fields. Radiance field methods describe 3D scenes using
a position- and direction- dependent color (or out-radiance) function
Ly (x, w). Researchers have proposed a range of representations of
L,. Notable among these representations are neural radiance fields
(NeRF) [Barron et al. 2022; Mildenhall et al. 2020] that use multilayer
perceptron (MLP), Plenoxels [Fridovich-Keil et al. 2022] that use a
grid and spherical harmonics, and 3D Gaussian Splatting (3DGS)
[Kerbl et al. 2023] that rasterizes a set of 3D anisotropic Gaussian
primitives. Subsequent variations of 3DGS include using 2D Gauss-
ian disks to generate smoother surface reconstruction [Huang et al.
2024; Yu et al. 2024a] and ray-tracing Gaussian primitives [Condor
et al. 2025; Moenne-Loccoz et al. 2024] for complex scenes and light
transport parameters.

These methods reconstruct radiance fields from a collection of
images, resulting in photorealistic renderings while maintaining
real-time rendering speed. Recent research work reports good novel
view synthesis performance using NeRF and 3DGS approaches to
thermal images [Chen et al. 2025; Lin et al. 2024; Lu et al. 2024].
However, a shortcoming of these thermal radiance field approaches
is that the critical scene parameters (material and surface properties)
are baked into the representation of L,. More than simply visual-
ization, thermal images provide insight into energy flows within
a scene. The current radiance-field approaches for thermal images
limit applications to only visualization. Inferring scene parameters,
and editing scenes, for example, changing locations and materials
of objects in thermal scenes to predict the resulting radiance field is
not possible using current methods.

Inverse rendering of radiance fields. Inverse rendering techniques
solve for unknown scene parameters that match the renderings to
the given images. Inverse rendering methods for NeRFs separate
the appearance into channels of the predefined material model and
therefore enable material editing [Jin et al. 2023; Srinivasan et al.
2021; Xu et al. 2023; Zhang et al. 2021a,b]. To achieve a better sepa-
ration of geometry from NeRFs, researchers have used meshes for
visibility queries [Sarkar et al. 2023], or introduced signed distance
functions to replace NeRF’s density function [Wang et al. 2021; Yariv
et al. 2021]. Some addressed light transport phenomena, including
reflection [Ge et al. 2023; Liu et al. 2023], self-emission [Jeong et al.
2024], subsurface scattering [Zhang et al. 2023], transparency [Cai
et al. 2024], and translucency [Wang et al. 2023].

Similarly, inverse rendering of Gaussian Splats is an emerging
field of research. GS-IR [Liang et al. 2024], and Relightable3DGS [Gao
et al. 2024] capture surface material models by introducing physics-
based rendering properties into the 3DGS rasterizer. GaussianShader
[Jiang et al. 2024] supports reflective surfaces by incorporating
a surface shading model. Some recent works on Gaussian Splats
also support relighting with challenging volumetric effects such as
subsurface scattering using one-light-at-a-time datasets [Dihlmann
et al. 2025; Zhenyuan et al. 2025].

Most of the inverse methods above do not explicitly model self-
emission. However, in thermal scenes, every object above 0 Kelvin
is a thermal radiation emitter [Eastman 1936]. ESR-NeRF [Jeong
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Fig. 2. Overview: HiGS takes as input dataset comprised of paired RGB thermal images. We first reconstruct a set of 2D Gaussian primitives that represent
the geometry of the scene. Then, we compute the incoming radiance at each Gaussian primitive by rasterizing other primitives to the hemicube, and represent
the outgoing radiance using Spherical Gaussian (SG) basis. The outgoing radiance and thermal properties are supervised by the image loss between the
reference images and renderings, and a radiosity loss that promotes the separation of reflections.

et al. 2024] models the emission term explicitly but does not model
the reflections which is one of the key focus of this work.

2.2 Radiative heat transfer

Radiosity. Initially developed to solve thermal radiative transport
among discrete surfaces, radiosity was introduced to the computer
graphics community to model light transport in diffuse-only scenes
by Goral et al. [1984]. Later, radiosity methods have been extended
to handle more complex, non-diffuse materials [Immel et al. 1986; Sil-
lion et al. 1991]. To improve the computational efficiency of radiosity
methods, various techniques have been proposed, such as adaptive
meshing and refinement [Lischinski et al. 1992], and parallelizing
view factor computation [Kramer et al. 2015]. Others used new ra-
diosity approaches, such as removing explicit visibility computation
[Dachsbacher et al. 2007], or use neural networks to approximate the
solution to the radiosity equation without subdividing the surfaces
[Hadadan et al. 2021].

Ray tracing and Monte Carlo methods. An alternative to the ra-
diosity methods is ray tracing, commonly used in computer graphics
to render photorealistic images for its superior scalability for de-
tailed geometry and a wide range of materials [Pharr et al. 2023]. By
raytracing temperature fields, radiative transport can be simulated
without solving a global linear system as in radiosity methods [Pe-
dro Aguerre and FernAjndez 2021]. Beyond rendering and radiative
transport that this work focuses on, computer graphics community
has also explored applying Monte Carlo methods to solve partial dif-
ferential equations (PDEs), providing new ways to address thermal
conduction and convection [Sawhney et al. 2023, 2022]. Bati et al.
[2023] and Penazzi et al. [2024] further couple raytracers and Monte
Carlo PDE solvers to simulate different modes of heat transfer in a
unified framework. In thermal engineering, Monte Carlo methods
are also widely used for modeling radiative transport at different
scales and applications [Kang et al. 2005; Mazumder and Kersch
2000; Walters and Buckius 1994]. Advances in computer graphics
have also introduced new tools for thermal engineering applications.

For instance, Freude et al. [2023] adapted the concept of precom-
puted radiance transfer, a classical rendering technique, to develop
an efficient thermal simulator.

Inverse radiative problems. Many thermal engineering problems
in practice are inverse, meaning they require configurations to be
computed which result in a particular thermal response. Common
inverse radiative transport problems include estimating surface
properties [Acosta et al. 2022; Pierre et al. 2022], temperature field
reconstruction [Linhua et al. 1999; Liu et al. 2010], decoupling heat
transfer mechanisms [Das et al. 2008; Lazard et al. 2000], geometry
design [Abazid et al. 2016; Daun et al. 2003], and system efficiencies
[Mann et al. 2022]. In thermal engineering, various inverse methods
have been proposed for these problems, and we point the interested
readers to a recent survey article [ErtA%rk et al. 2023]. In computer
graphics, differentiating Monte Carlo methods brings exciting new
opportunities to solve these inverse problems with gradient-based
optimization, such as differentiable raytracers [Nimier-David et al.
2020; Vicini et al. 2022] and MC PDE solvers [Miller et al. 2024;
Yilmazer et al. 2024; Yu et al. 2024b]. In particular, Freude et al. [2025]
devises a inverse radiative simulator to optimize the geometry of
building facades.

3  Method

In this section, we review radiative heat transport theory (Sec-
tion 3.1); discuss the calculation of the forward global radiative
heat transport for Gaussian primitives via hemicubes and raster-
ization (Section 3.2); and the steps to solve the inverse radiative
heat transport when using images captured under different heating
conditions (Section 3.4). Figure 2 illustrates the pipeline.

3.1 Radiative heat transport theory

Emission. We consider the radiative transfer in the infrared band.
According to the Stefan-Boltzmann law, objects at temperature T
(in Kelvin) above absolute zero emit thermal radiation. An object’s
ability to emit thermal radiation is described by its emissivity ¢ €
[0,1]. An ideal black body has ¢ = 1, and is non-reflective. An
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ideal white body has ¢ = 0, and is non-emissive. Objects in real
life are usually gray bodies that have 0 < ¢ < 1. In this work, we
assume constant emissivity across the LWIR spectrum, although it
is a wavelength-dependent property. For a point x on the surface of
an object, the total thermal flux leaving x reads [Planck 1906, Eq.
78]

Q(x) = oe(x)T(x)", 1
where o is the Stefan-Boltzmann constant. The thermal flux can be
also expressed as the integral of the emitting radiance L. (x, w,) over
all exiting directions w, in the hemisphere H? about the outward-
pointing surface normal n, Q(x) = ﬁHZ Le (%, w,) cos 0 dw,, where
0 is the angle between w, and the surface normal n.

If we assume uniform diffuse emission, the radiance exiting is
constant over all directions from x, and the emitted radiance is:

Le(x, @,) = Q(x) /7 = %e(x)T(x)“. ?)

Reflection. When emitted radiation from one object hits the sur-
face of another object, a part of the radiation is absorbed by the
object, and assuming opaque surfaces, the remaining incident radia-
tion is reflected.

In this work, we only consider objects and scenes at steady state
i.e. heat balance is achieved and temperatures of the objects remain
unchanged. By Kirchhoff’s law of radiation, the absorptivity, or
the ratio of absorbed radiation over the total irradiance, equals the
emissivity. Therefore, (1 — ¢) of the incoming radiation is reflected
off the surface. Then, the original Rendering Equation [Kajiya 1986]
that describes reflection L, and total outgoing radiation L, can be
written as follows [Bati et al. 2023, Eq. 8]:

Lo(@0) = eLe(w0) + (1 - &) /H Snonlin ot

=t Ly (wo)

where dw; is the projected solid angle measure, f is the bidirectional
reflectance distribution function (BRDF), L; is the incident radiance
arriving at x. For notational brevity, we omit the dependence on x
of the emissivity, BRDF, and radiance terms.

3.2 2D thermal Gaussian primitives

We develop our scene representation on top of 2D Gaussian splats
(2DGS) proposed by Huang et al. [2024]. In 2DGS, the scene is
represented by a set of 2D Gaussian functions embedded in three di-
mensions. Each primitive has a disk-like shape, and is characterized
by the center of the Gaussian kernel x, opacity o, and the RGB color
function c¢(w,) represented using spherical harmonics. From the
covariance matrix, the normal vector n of the primitive can also be
determined up to a sign flip. We always orientate n so that it faces
the camera, following 2DGS [Huang et al. 2024]. Given a camera
,, a set of primitives can be rasterized into an image by projecting
the primitives onto the camera plane, sorted by their distance to the
camera, in ascending order. For each pixel p of the render image I,
we compute the blending weight w,;, of each primitive g from front
to back, to determine the pixel color I, is determined as follows:

g-1
wyp = 0;Gy l_l(l -0;G;); I, = Z wgypcg(wo), 4)
Jj=1 g
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where G; is the lower-bounded Gaussian function in 2DGS [Huang
et al. 2024, Eq. 11]. The rasterization process is differentiable, and
therefore we use an image-loss function between the renderings and
the ground truth to find the best primitive parameters that represent
the scene.

2DGS represent scenes by using RGB images, while yielding addi-
tional geometry information (e.g. surface normals). Chen et al. [2025]
used a straightforward approach of adding an extra thermal channel
to the color function per primitive for novel view synthesis of ther-
mal scenes. However, this approach bakes global radiative transfer
information in the training data into the radiance function, and as
a result, makes it impossible to edit thermal scenes and propagate
changes to other primitives e.g., re-positioning heat sources and/or
sinks, or reheating objects to different temperatures. This shortcom-
ing is analogous to the global illumination being baked into the color
function causing difficulty for re-lighting tasks in visible-spectrum
radiance field rendering.

To enable re-heating, we extend each Gaussian primitive with
additional thermal-related parameters, namely emissivity ¢, temper-
ature T, diffuse coefficient d and roughness s. We parameterize the
thermal radiance function L, (w,) by all primitives’ ¢, T, d and s. We
then render thermal images in the same 2DGS rasterization process,
with thermal radiance, instead of RGB color.

In radiative heat transfer, L, is computed from the thermal param-
eters by Equation 3. While the emission term is relatively straightfor-
ward to compute, the reflection term requires recursively evaluating
Equation 3, leading to a complex integral. In Monte-Carlo path trac-
ing, this is typically done by sampling and evaluating one light
path at a time. Recent works [Condor et al. 2025; Moenne-Loccoz
et al. 2024] use ray-Gaussian intersection operators, providing a ray-
tracing alternative to evaluate Equation 3 for Gaussian-represented
scenes. In this work, we choose 2DGS rasterization for its speed
advantage over the raytracing methods.

3.3 Reflection with hemicubes

Our aim is to compute reflected radiance L, as defined in Equation 3,
using a method compatible with rasterization. We draw inspiration
from cube mapping, a common real-time rendering technique used
to approximate environmental lighting and reflections. When light
sources are assumed to be infinitely far away—such as in environ-
ment mapping—the incoming radiance at any point on an object can
be approximated using a single cube map. The cube map consists
of six images each representing incoming light from one of the six
directions around the object.

However, the assumption of infinitely distant sources does not
hold for thermal Gaussian splats. Each Gaussian primitive emits
thermal radiation, and nearby primitives can significantly influence
one another. As a result, the incoming radiance can vary greatly
between different locations.

Consequently, we use a cube map per Gaussian primitive to com-
pute the local incoming radiance L;(w;). Among possible ways of
orienting a cube map at a Gaussian, we choose to orient the cube
map such that one of the faces (the front face) points in the normal
direction. If we consider a point on the surface of an object, radiance



only arrives from the outside of the object. Therefore, we use the
Cohen and Greenberg 1985].

half of the cube map, or hemicube [

v

Fig. 3. Hemicubes are placed at Gaussian primitives orientated by the
normal shown as black arrow (left), and hemicubes can be used to represent
the incoming radiance L; (middle) and the projected solid angle dw™ (right).

These hemicubes can be viewed as a discretization of the hemi-
sphere H?, with each pixel corresponding to a point @ € H?. Then
we can use the hemicubes to represent the incoming radiance L; (w;)
at each primitive by rasterizing onto each side of the hemicube. For
simplicity, we use the same intrinsic camera parameters for the
rasterization, the 64x64 resolution for the faces, and the field of view
of 90°, and we empirically discard Gaussian primitives that are too
close to the hemicube (1% of the diagonal of the scene bounding
box). For now, we pretend to know the outgoing radiance of other
Gaussian primitives, then we can rasterize other primitives on the
five faces of the hemicube by 2DGS rasterization procedures, as de-
picted in Figure 3. The value of each pixel represents the incoming
radiance from the corresponding direction. We can also compute
the projected solid angle measure of each pixel. Specifically, the
cosine term being the dot product between the surface normal and
the unit vector to each hemicube pixel’s center, and the solid angle
measure is the projected area of each pixel onto the unit sphere.
Figure 3 shows an example of how L; and de;" are represented by
hemicubes.

Then, to compute the outgoing radiance in direction w,, we need
to choose a BRDF model f. In the scope of this work, we consider
a Cook-Torrance BRDF model [Cook and Torrance 1982]:

flwi, o) = dfg + (1 - d)fs(@, @), )
where d € [0, 1] is the diffuse coefficient of the primitive, f; = 1/7
is the diffuse component (Lambertian), and f; is the specular com-
ponent with GGX as the normal distribution function parametrized
by the roughness s [Pharr et al. 2023, Sec. 9.6]. We use Schlick’s
approximation for the Fresnel term [Schlick 1994], with fixed Fres-
nel factor at normal incidence fj = 0.8. Theoretically, other BRDF
models can also be used.

Then, we will discuss how to decide the outgoing radiance of a
Gaussian primitive. One strategy would be to evaluate the thermal
rendering equation recursively, in a similar fashion to solving the
recursive integral using multiple bounces in path tracing. In our
hemicube rasterization framework, computation of the incoming
radiance could be performed by first computing all the Gaussian
primitives that are visible to the target Gaussian and then recur-
sively evaluate the outgoing radiance from each visible Gaussian
primitive to the target primitive. However, this strategy is prohib-
itively expensive, as each time we need to evaluate L, of all the
tens of thousands of visible primitives. To make the computation
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of the reflection more tractable, we use the idea of radiance cache
[MAY%ller et al. 2021]. Instead of computing the reflection for each
primitive g recursively, we now use a set of spherical Gaussian basis
functions to represent the reflection at g, denoted by L, 4. Each prim-
itive is now associated with m spherical Gaussian basis functions
(in our case, m = 4). Each spherical Gaussian has the shape of a lobe
and is defined as G(w;; p, a, 1) = aetr@i=1) where ue S? is the
lobe axis, @ € R, is the amplitude of the lobe, and A € R, is the
sharpness. We use m = 4 such spherical Gaussians to represent the
reflected radiance for each Gaussian primitive g:

m
Lr,g(wo) = Z G(wo; Hig %igs Ai,g) . (6)

Now, the problem becomes how to find the Spherical Gaussian pa-
rameters, namely, Big Qg and Ai,g that best represent Ly 4. Here we
take a radiosity approach inspired by Hadadan et al. [2023]. At each
Gaussian, given an outgoing direction, the reflection represented
by the radiance cache should equal the reflection computed via
hemicube rasterization as described. Then we can use this relation
to build a reflection residue term:

rw0) =Lr(wn) - (1-9) [ Li@)f(@no)det. ()
@;
L;(w;) is computed by hemicube rasterization with the color of each
Gaussian primitive being L, (—w;). To find the best SG parameters
given L., ¢, d and s, we can minimize the sum of the L2 norm of
residue at all primitives,

min £, = Z Il ®)

where |r|? = [HZ r*(w)dw. Then, the final outgoing radiance for
each primitive is the sum of self-emission and reflection from the
cache: Ly(w,) = eLe(wo) + Ly (o).

3.4 Optimization

After solving the forward problem, namely, find the radiance L,
given the scene descriptions including geometry (spatial distribution
of the Gaussian primitives) and materials (L, and ¢, d and s), we
will explain how to solve the inverse problem we are interested in:
how to infer geometry and thermal properties given observations
of L, in the form of images I* taken by thermal cameras. In our
settings of using Gaussian primitives as the scene representation,
we take a two-phase approach: in the first phase, optimize for the
geometry parameters of the primitives; and in the second phase, fix
the geometry, and recover the primitives’ thermal properties and
separate reflections and self-emissions.

Geometry reconstruction. The goal of the first phase is to find the
geometry-related parameters of our Gaussian primitives, includ-
ing position x, covariance X, opacity «, normals n. To find these
parameters, we use the loss functions and optimization process
presented in 2DGS [Huang et al. 2024, Sec. 5]. For enhancing the
quality of the geometry reconstruction, we use paired RGB and
LWIR images for training. LWIR images usually lack background
textures if they are viewed in linear space, which is necessary for
our radiation physics formulation. In this case, RGB images provide
the detailed textures that lead to better geometry reconstruction
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results with better aligned surface normals and fewer floaters. To
improve reconstruction quality with thermal input, we use the fol-
lowing scheduling strategy: training begins with supervision from
RGB images only, and thermal image supervision is gradually in-
troduced over time. More specifically, in each training iteration we
compute two 2DGS loss terms, one for RGB images and one for
thermal images. Next, the two loss terms are summed: the RGB loss
term is weighted by a constant factor of 1, while the weight of the
thermal loss term increases linearly from 0 to 1 between iterations
10,000 and 20,000 This approach addresses the lack of texture in
the thermal images, which otherwise leads to premature removal
of many Gaussian primitives during early training and ultimately
results in many floaters.

Thermal reconstruction. In Equation 8, we derive the residue term
L, that drives the radiance cache to account for global illumination
effects such as reflection given the scene description. On top of
that, by adding image supervision, we can further promote the
Gaussian primitives and the radiance cache to render images I that
are similar to the reference images I*. Specifically, we use the image
loss proposed by Kerbl et al. [2023],

Ly =L(T(T) -T(I)) + Lpssm(T(I) = T(TY)), 9

where T'(-) = (-)/22 is the gamma function that empirically in-
creases the intensity of the reflection shown in the images. Mini-
mizing the image loss promotes the radiance cache to converge to
generate renderings that look similar to the training images. The
image loss and the residue loss are combined to form our final loss
function,

L=wLlr+w.L, (10)

where wy and w, are the weights for the corresponding loss term.
The optimizable parameters are the SG cache parameters (; ,, di g
and ; 5) and the material parameters: emissivity ¢, temperature 7,
roughness s and diffuse coefficient d.

Sampling L,. In our loss function, £L; is defined over the whole
training dataset, and £, is defined over all the Gaussian primitives.
To make the optimization tractable, we use a sampling strategy to
minimize L iteratively using gradient-based methods. During each
iteration, we sample one training camera for stochastic evaluation
of L. Then, we sample a batch (size 128) of Gaussian primitives and
a direction w, for each primitive to calculate L,. A straightforward
strategy is to uniformly sample the primitives and directions. How-
ever, we notice the uniform sampling strategy leads to significantly
slow convergence. As a result, we prioritize primitives that are most
visible to the training camera we have sampled in this iteration.
Specifically, we project the primitives onto the training camera, and
then compute their rendering weights wy, by Equation 4. Then we
sum the weights over all the pixels in the training camera to obtain
the sampling weight wy = 3, wy, for each g. Then, we sample the
primitives with a probability proportional to the sampling weights.
After selecting the primitives, we use the direction from each primi-
tive g to the camera as w, for the evaluation of ry(w,). Algorithm 1
provides the pseudocode of the training iteration.

With the stated sampling strategy, we use Adam [Kingma and Ba
2015] to minimize £ for 300,000 iterations.
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Algorithm 1 TRAININGITERATION

Require: Training image I*, camera c, batch size b:
Evaluate rendering weight wy, = 2, wyp
for each primitive g do

Evaluate Lo (@wy—c)
Render I. Evaluate £
end for
Sample b primitives, weighted by w;
for each sampled primitive g do
for each other primitive k do
Evaluate L, (@wk—g)

>Eq. 4

> Direction from c to g
>Eq.4&9

> Direction from k to g

end for

Evaluate r(wy—.), Lr >Eq.7&38
end for
Evaluate £ > Eq. 10

BACKPROPAGATE from L

4 Dataset

Our HiGS dataset comprises 4 synthetic scenes and 1 real-world
scene. The scenes demonstrate the emission and reflection of ther-
mal radiation. Each scene contains a singular heat source that emits
radiation and one or more objects that reflect the radiation from the
heat source.

Synthetic scenes. We provide four synthetic scenes, and each of
them has three pre-set heat-source temperature conditions. For each
heating condition, we render 100 paired RGB and thermal images,
resulting in 300 image pairs for the whole scene. The cameras are
posed evenly over a hemisphere, pointing at the center of the scene
for consistency. Some examples of the RGB-thermal image pairs
can be seen in Figure 2. We model our scene and generate the RGB
renderings in Blender 4.4. The thermal simulation is performed in
Stardis 0.16.1 [Bati et al. 2023], which accounts for radiative heat
transfer between surfaces. We limit conductive and disable convec-
tive heat transfer to disambiguate between the three modes of heat
transfer. We perform the simulation at steady state. In each thermal
scene, we pick one object as the main heat source and vary its sur-
face temperature (in the form of Dirichlet boundary condition) to
create three different heating scenarios, where the main heat source
temperature increases from 300K to 400K in fixed increments. These
variations allow us to observe how surface temperature affects emit-
ted radiation and its spatial distribution. In the following, we will
give more specific description of each scene.

(1) WARMBUNNY: This scene uses the Stanford Bunny geometry
with a constant Dirichlet surface boundary condition (temper-
ature = 350K). The ambient temperature is set to 300K. The
table surface follows a Robin boundary condition (emissivity
= 0.5, specularity = 0.1).

(2) RapiaToR: This scene builds on the WARMBUNNY setup. The
bunny is assigned a Robin boundary condition (emissivity =
0.5, specularity = 0.1) and is initialized at ambient temperature.
The emissivity of the bunny surface is chosen to produce
more distinct reflections. A rectangular heat source (radiator)
is placed above the bunny and set to a Dirichlet boundary
condition (temperature = 350K).



(3) Torus: This configuration is similar to the RADIATOR scene,
except that the heat source is changed to a torus surrounding
the bunny instead of a rectangular radiator. This variation
introduces complex self-occlusion and shadowing effects.

(4) Human: This scene is a variation of the RADIATOR in an indoor
architectural environment setting. The radiator is suspended
above the human and desk. The human (emissivity = 0.9,
specularity = 0.01) and desk (emissivity = 0.5, specularity =
0.0) are assigned Robin boundary conditions.

Real-world scene. We capture 350 hemispherical view points for
a real-world scene comprising a heat source (ceramic teapot) and
objects (two polymer 3D printed parts) placed on a wooden tabletop.
We repeat the image capture process for three different heating
conditions, resulting in three distinct temperature radiance fields.
We achieve this by gradually increasing the input power to the
teapot which radiates heat to the surrounding objects. We allow
steady-state conditions to be achieved (>2 hours after the increase
in input power) to minimize temperature variations in the scene
before capturing the images.

The scene is captured by a FLIR T540 thermal camera (uncooled
micro bolometer, spectral range 7.5-14 pm, 464x348 pixel resolution,
14" focal length, automatic laser-assisted focus, accuracy 0.2°C).
From the thermal camera, raw temperature data is extracted to
reconstruct thermal images. RGB images are also taken with the
thermal images with the same image resolution and lens.

The novel view synthesis and inverse rendering results rely on
the accuracy of the camera registration. We used colmap [Schon-
berger and Frahm 2016] to estimate camera parameters from the
visible-spectrum images. Although studies demonstrating novel
view synthesis of a thermal scene could use thermal images to es-
timate camera parameters [Lin et al. 2024; Lu et al. 2024], we use
RGB images for better accuracy and consistency across heating
scenarios. More specifically, we have three heating scenarios for
each scene, and therefore visually inconsistent thermal images. The
inconsistency leads to challenges if we estimate the exact same cam-
era parameters using all the thermal images. On the contrary, the
visible-spectrum images contain little visible changes across heating
scenarios, and lead to better camera registration results. Addition-
ally, with roughly 3 times the number of images, the estimation of
sparse point cloud generated and camera parameters are improved.

5 Results

Implementation details. We implement our algorithm with Py-
Torch and gsplat [Ye et al. 2025]. We use gsplat for their 2DGS
rasterization and the 3DGS-MCMC [Kheradmand et al. 2025] densi-
fication algorithm. We cap the number of primitives to 200,000 for
all scenes. All of our experiments are conducted on an NVIDIA RTX
6000Ada.

Timings. The training time of our method depends on the num-
ber of primitives, iterations, and the batch size for evaluating the
radiosity loss. For all of our experiment, we train with 200k primi-
tives, 300k iterations, and use batch size 128, and the training takes
around 14 hours. The rendering of a scene from a novel view runs
at 192.47 FPS. Given a novel heating condition, reheating a scene
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Ref. total radiation  Render total radiation Render reflection

Fig. 4. Training view reflection: for each heating condition in the TEAPOT
scene, we show the reference total radiation image; the rendering of total

Heating cond. 3 Heating cond. 2 Heating cond. 1

radiation; and the rendering of reflection, all after gamma mapping.

Training configuration Translate leftward Translate rightward

Fig. 5. Heat source re-positioned: after training, we move the teapot to
new positions and predict the reflections.

by computing reflection with hemicubes takes 140.12 seconds for a
scene of 200k primitives.

5.1 Re-heating

After optimizing each scene using our algorithm, our method plau-
sibly factors the reflection out from the total radiation, as shown in
Figure 4 (real capture scene) and Figure 6 (synthetic scenes). The
quantitative metrics evaluated on the training images are reported
in Table 1. Samples of visualization of the predicted material param-
eters are provided in Figure 9.

We proceed to perform edits to the heat source objects in the
scene and observe the reflection change. In this section, we showcase
two types of edits: 1) repositioning an object, and 2) change the heat
source’s surface temperature. To test our method’s effectiveness in
this regard, we applied it to four scenes: three synthetic and one real
capture. It is important to note that after editing, a scene might no
longer be in thermal steady state. Since our model does not account
for transient changes or heat transfer modes other than radiation,
object temperatures that would typically change due to, for example,
conduction, will remain unaltered in the edited scenes. Nonetheless,
our experiments demonstrate plausible reflections using our method.
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Ref. total radiation  Render total radiation Ref. reflection Render reflection Ref. total radiation  Render total radiation Ref. reflection Render reflection

Heating condition 1
Heating condition 1

RaDIATOR
Heating conditioni 2
Heating conditioni 2

Trous

Heating condition 3

Heating condition 3

Heating condition 1
Heating condition 1

WARMBUNNY
Heating conditioni 2
Heating conditioni 2

Human

Heating condition 3
Heating condition 3

Fig. 6. Training view reflection: for each heating condition in each synthetic scene, we show the reference total radiation image; the rendering of total
radiation; the reference reflection; the rendering of reflection, all after gamma mapping.
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Fig. 7. Temperature change: after optimizing for each scene, we change the surface temperature of the main heat source object in each scene to a new value
that is not in the training data, and predict the reflection and total radiation. We show the reference and rendered image of reflection, and reference and
rendered image of total radiation, all after gamma mapping.
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Fig. 8. Heat source re-positioned: we move the main heat source object to new positions, and predict the reflection. In WARMBUNNY, after re-positioning, the

original position of the bunny still emits a noticeable amount of radiation. This is mainly because the scene after edit is not in thermal steady state and

conduction is baked into the model.

The challenging yet significant task of integrating additional heat
transfer modes will be a focus of future work.

Temperature change. We test our model’s performance of pre-
dicting radiation condition in novel heating condition that is not
part of the training dataset. We select all the Gaussian primitives
that belong to an object in each scene using object masks obtained
from segment anything [Kirillov et al. 2023], and then change the
temperatures of these primitives to a predefined value. Under this
new heating condition, we compute the reflection which we further
compare with the reference images we generated by prescribing
the same temperature change in Stardis. The comparison between
our reflection, reference image, and our rendering are shown in
Figure 7. Our reflection calculation is based on the positions and
orientations of the Gaussian primitives, which do not change in the
thermal reconstruction phase of our training pipeline. As a result, a
suboptimal spatial distribution of primitives might limit the accu-
racy of the predicted reflection. For example, in the HUMAN scene,
many primitives float in the scene, and hamper the model’s pre-
diction of reflection when the radiator is set to a new temperature.
The missing sharp reflection in the BUNNY scene is also affected
by an undesired distribution of the primitives: the primitives near
the periphery are large, leading to difficulties in expressing sharp
features.

Re-positioned heat sources. We also demonstrate our method’s
capability of computing reflections after we reposition heat source

objects on two synthetic scenes and the real capture scene. In Fig-
ure 8, we move the heater around the bunny, and show the distribu-
tion of reflection and total radiation given the new heater position.
Similarly, we test the model with the WARMBUNNY scene, and we
can observe the reflection moving consistently while the bunny is
being re-positioned. In the rendering of the total radiation of the
re-positioned scene, there is still a noticeable amount of radiation
emitting from the original position. As we discussed previously, this
is because the scene after editing is not in thermal steady state. We
also perform a similar experiment on the real capture scene, TEAPOT,
as can be seen in Figure 5. Plausible reflections are observed on the
cylinder and the cone as we move the teapot to the new positions.

5.2 Comparison

We compare our method with Thermo-NeRF [Hassan et al. 2025],
a technique for novel view synthesis that utilizes visible-spectrum
and thermal images without modeling reflection separation. We
evaluated the view synthesis performance of both methods using
our TEAPOT scene, quantitatively assessing rendering quality us-
ing training views and thermal conditions. The metrics presented
in Table 2 clearly indicate our method’s superior performance in
reproducing the training images.

To the best of our knowledge, the closest work to analyze the
reflection and self-emission of radiance fields is ESR-NeRF [Jeong
et al. 2024]. Their method is designed for visible spectrum data,
instead of infrared scenes, and requires a dataset of two subsets:
emissive source on, and completely off. Our datasets usually do not
include images with emissive sources completely off.
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Table 1. The quantitative metrics of of the renderings of total radiation, and the renderings of reflection for each scene in our dataset. Reflection MAE (Mean
Average Error) of TEAPOT is not available as no reflection references in real capture scenes. Average values are computed over all scenes with available metrics.

Metric RADIATOR Torus WARMBUNNY Human TeapOT Average
Total radiation PSNR 35.162 37.381 35.678 31.852 38.496 35.713
Total radiation SSIM 0.915 0.949 0.867 0.836 0.982 0.909
Total radiation LPIPS 0.020 0.057 0.155 0.221 0.019 0.094
Reflection MAE (x1073) 5.189 18.129 5.123 9.530 No Ref. 9.492

Diffuse coefficient

Emissivity

Roughness

’ by -
” k N,

-

Fig. 9. Material parameters: predicted emissivity ¢, diffuse coefficient d,
and roughness s of RADIATOR scene.

Table 2. We compare training view synthesis results with Thermo-NeRF
[Hassan et al. 2025] on our TEAPOT scene; T means higher is better, and |
means lower is better.

Method PSNRT SSIMT LPIPS|

Ours 38.496 0.982 0.019
Thermo-NeRF  28.032 0.942 0.085

6 Conclusions

Summary. In this work, we present an inverse radiative transfer
method to compute the energy exchange given thermal images,
and a dataset that features paired RGB thermal images captured
at different heating scenarios. We propose to use Gaussian primi-
tives together with hemicubes, a rasterization-based technique, to
compute the self-emission and reflection of the Gaussian primitives
given thermal images. To the best of our knowledge, this is the
first work that separates reflection from total radiation using Gauss-
ian primitives. We demonstrate the effectiveness of our method by
showing applications such as re-positioning and re-heating using
our dataset.

Discussions on extension to visible-spectrum scenes. Our inverse
thermal radiative transfer method is designed for and tested on ther-
mal scenes. The core of the algorithm, the hemicube-represented
reflection and spherical Gaussian cache, is readily adaptable to RGB
scenes. The adaptation requires minor modifications to the material
models, primarily replacing emissivity with albedo. Another chal-
lenge might arise in self-emission modeling: unlike infrared scenes
where nearly all objects self-emit, visible-spectrum scenes typically
receive light from the environment and a few light sources.

Limitations and future work. We only consider steady-state ra-
diative transport in the scope of this work. There are many other
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important aspects of thermal simulation in real life that are out of
the scope of this work. And we believe that it would open many
promising directions for future improvements to our methods. For
example, incorporating transient simulation and other modes of heat
transport, i.e., conduction and convection, into the system could
enable steady-state simulation after the scene being edited. The sep-
aration of the geometry and thermal reconstruction in our training
strategy limits the model’s accuracy when the primitives are not op-
timally representing the object, (e.g., floaters, noisy normals). Jointly
optimizing the thermal physics and geometry could improve the
robustness of our method and better represent the sharp reflections.
We estimate the incoming radiance using hemicubes which need to
rasterize five different faces separately. With recent advances in the
rasterization of Gaussian primitives supporting distorted camera
[Wu et al. 2025], the computation of incoming radiance could be
made more efficient. Another direction of future work is to scale up
the method to larger scenes such as indoor capture or outdoor build-
ing capture, which might inspire new approaches to interpret energy
flows in urban-scale thermal 3D scenes to drive design decisions for
architectural renovations.
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